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• 4 methods


- WeedsPrec, invCL, SLQS Row, SLQS Sec


• 2 baselines


- Word Length, Word Frequency


• traditional count vector spaces


• WaCky corpora: English and German


• 2 WordNet datasets: English and German


• 4 benchmark datasets (English)


- BLESS, EVALution, Lenci/Benotto, Weeds 
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• 3 methods (WeedsPrec, invCL, SLQS Row) 

highly correlated with frequency-based 

predictions


• SLQS Sec shows lower accuracy, but makes 

correct predictions where the others go 

wrong


➡ general need to check the frequency bias of 

a computational method in order to identify 

frequency-(un)related effects

• hypernymy prediction

Correlations between methods
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