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Introduction

Ï human language changes over time
Ï semasiological vs. onomasiological

(1) Der zweyte Theil vom Bauernrechte ist schon lange aus der
Presse;
‘The second part of Farmers’ Rights already left the press;’

(2) Alle Freiheiten suspendirt! die persönliche Freiheit wie die der
Presse! ‘All freedoms suspended! the personal freedom as well
as the one of the press!’

Ï Lexical Semantic Change Detection (LSCD)
1. the “digital turn” in the humanities
2. new computational models of word meaning (word

embeddings)

Ï motivation: support historical semanticists to find semantic
changes (more and faster)

Ï problem: correctness
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Previous Research

When it comes to evaluating methods and systems, there
is a general lack of standardized evaluation practices.
Different papers use different datasets and testset words,
making it difficult or impossible to compare the proposed
solutions. Proper evaluation metrics for semantic change
detection and temporal analog detection have not been
yet established.

(Tahmasebi, Borin, & Jatowt, 2018)
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Aim & Contribution

Ï provide solid evaluation for LSCD, including
Ï definition of basic concepts and tasks

Ï (Schlechtweg et al., 2020; Schlechtweg & Schulte im Walde, 2020)
Ï annotation schemes

Ï (Schlechtweg et al., 2018; Schlechtweg, Tahmasebi, et al., 2021)
Ï multilingual benchmark test set

Ï (Hätty et al., 2019)
Ï model evaluation

Ï first systematic evaluation of type-based models (Schlechtweg,
Hätty, et al., 2019)

Ï first SemEval shared task (Schlechtweg et al., 2020)
Ï analysis of BERT cluster biases (Laicher et al., 2021)

Ï application
Ï discovery of new changes for historical semantics/lexicography

(Kurtyigit et al., 2021)
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Lexical Semantic Change

Ï in historical semantics word meaning change is generally
defined as changes in word senses

Ï a common definition is Blank (1997)’s distinguishing two main
types:

Ï innovative meaning change: emergence of a full-fledged
additional sense of a word

Ï reductive meaning change: loss of a full-fledged sense of a
word
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Human Measurement of Lexical Semantic Change

A 1824 and taking a knife from her pocket, she opened a vein
in her little arm,

B 1842 And those who remained at home had been heavily
taxed to pay for the arms, ammunition; Û

C 1860 and though he saw her within reach of his arm, yet
the light of her eyes seemed as far off
. . .

D 1953 overlooking an arm of the sea which, at low tide, was
a black and stinking mud-flat

E 1975 twelve miles of coastline lies in the southwest on the
Gulf of Aqaba, an arm of the Red Sea.

F 1985 when the disembodied arm of the Statue of Liberty
jets spectacularly out of the

Table 1: Sample of diachronic corpus.
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Word Use Pairs

(A) [. . . ] and taking a knife from her pocket, she opened a vein in
her little arm, and dipping a feather in the blood, wrote
something on a piece of white cloth, which was spread before
her.

(D) It stood behind a high brick wall, its back windows overlooking
an arm of the sea which, at low tide, was a black and stinking
mud-flat [. . . ]
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Semantic Proximity Scale

x
4: Identical
3: Closely Related
2: Distantly Related
1: Unrelated

Table 2: DURel relatedness scale.
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Graph representation

Figure 1: Word Usage Graph of English arm.
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Clustering

Figure 2: Word Usage Graph of English arm. D = (3,2,1).
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Lexical Semantic Change

t1, D1 = (2,0,1) t2, D2 = (1,2,0)
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Change Scores

Ï binary change (loss and gain of senses)
Ï graded change (changes in sense probabilities)



13

Validation

Ï agreement is reasonably high (.51 – .83)
Ï correspondence to traditional sense assignments moderately
high (.65)

Ï problem: sparsity
Ï adding more annotations improves correspondence and causes
variations in change scores
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Computational Measurement of Lexical Semantic Change

Ï unsupervised
Ï distributional
Ï vector space models
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Token-based VSMs

Ï model the human measurement process
Ï contextualized embeddings (BERT, ELMo)
Ï one vector per use
Ï composed by

1. semantic representation per word use (token)
2. clustering method (optional)
3. change measure
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Simple Model

sea

tide

vein
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armB
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Type-based VSMs

Ï do not model the human measurement process
Ï one average vector per word (Word2Vec, GloVe)
Ï composed by

1. semantic representation per word (type vector)
2. alignment
3. measure
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Simple Model
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Evaluation

Subtask 1 Binary classification: for a set of target words, predict
the binary change score

Subtask 2 Ranking: rank a set of target words according to their
graded change score
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Results

System Binary Graded

type .63 .33
token .60 .26

Table 3: Average performance of best submissions per subtask for
different system types.
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Analysis

Measure Raw Preprocessed

form bias .44 .15
performance .12 .62

Table 4: Cluster bias and performance on graded change on DWUG DE.
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Application

Discovery Task Classification: Decide for a large set of unseen
words which ones lost or gained senses
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Results

System Performance

type .71
token .62

random .35

Table 5: Performance type- and token-based compared to random
baseline.
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Discovered Change

t1 t2

Figure 4: Word Usage Graph of German Zehner.
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Conclusion

Ï complete evaluation framework for LSCD
Ï humans:

Ï simple annotation strategy
Ï humans show reasonable agreement
Ï clusterings reflect traditional sense distinctions

→ LSC can be measured inter-subjectively with humans
Ï computers:

Ï models show medium to high performance
Ï type embeddings dominate token embeddings
Ï preprocessing has a major influence token embeddings
Ï both model types discover new semantic changes with
above-random probability

→ LSCD is a valid and meaningful NLP task which can be
solved reasonably well with computers



26

Discussion

Ï range of follow-up studies:
Ï shared tasks for Italian, Russian and Spanish
Ï human annotation framework
Ï annotation modeling and optimization

Ï annotation style has inspired transfer of WiC models to
LSCD

Ï quantum leap in performance
Ï recent dominance of token embeddings
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Future Research

Ï improve data quality:
1. add more annotations
2. clean existing data sets
3. use alternative annotation strategies

Ï multiple time points
Ï fine-tune token embeddings on semantic proximity judgments
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