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Semantic Proximity
▶ How much do the meanings of two word uses “have in common”?
▶ can be measured using graded judgments of word usage pairs

[Erk et al. 2013, Schlechtweg et al. 2018]

▶ judgments are clustered and populate weighted graphs which make
senses visible [Bansal et al. 2004, Schlechtweg et al. 2020]

▶ essential for lexicograhic clustering and distinction of word senses
▶ but difficult to measure and large workload

Tool Overview
▶ data inspection and automatic data validation for researchers,
▶ guidelines in multiple languages and tutorials for annotator training,
▶ an intuitive task interface for annotators,
▶ computational annotators for the annotation of large scale projects,
▶ basic statistical analysis, and
▶ graph clustering and visualization in WUGs (Word Usage Graphs)

https://durel.ims.uni-stuttgart.de

Human Annotation

Human annotation window. Scale adapted from Schlechtweg et al. [2018].

Data Inspection

Project with uses of arm sampled from the COHA corpus [Davies 2012].

Computational Annotation
▶ researchers can select multi-lingual Word-in-Context (WiC) models

as annotators
▶ Random samples a random integer between 1 and 4 (as baseline)
▶ XLMR [Conneau et al. 2019] vectorizer with multi-layer perception and binary

classification (1 or 4)
▶ XL-Lexeme bi-encoder that uses a XLMR-based Siamese Network [Cassotti et

al. 2023]; trained to minimize the contrastive loss with cosine distance on several
WiC datasets; predicts either value 1 or 4 based on thresholding

Data Analysis
▶ provided summary statistics include

▶ various measures of annotator agreement
▶ label counts and averages for words, groupings and annotators
▶ semantic variation measures and semantic change measures

Simple database statistics.

Case (i): The arm Example
▶ computational annotation with XL-Lexeme
▶ all annotations clustered using correlation algorithm

human computer (XL-Lexeme)

▶ orange cluster corresponds to metaphorical sense ‘arm of the sea’ in
both cases; computational annotator merges ‘body part’ and
‘weapon’ sense

Case (ii): Lexicographer Study
▶ revealing semantic variation in Swedish

▶ related to the revision of ‘The Contemporary Dictionary of the Swedish Academy’
https://svenska.se

▶ 18 words, 50 sentences each from the SVT corpus [Borin et al. 2012]
▶ automatically paired and annotated with XL-Lexeme
▶ clustered using the correlation algorithm

Word ARI Word ARI
ofantlig 1.0 klimat 0.083
enkelspårig 1.0 vansinnig 0.0
baksida 0.912 lirka 0.0
bagage 0.785 kapitulera 0.0
fasad 0.652 hemmaplan 0.0
vissen 0.645 hagla 0.0
skör 0.507 fotavtryck 0.0
rutten 0.333 tvärnita -0.019
ventilera 0.303 kriga -0.025
Average 0.343

Cluster evaluation based on ARI. Clusters for bagage.
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