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Semantic Proximity Tool Overview

data inspection and automatic data validation for researchers,

guidelines in multiple languages and tutorials for annotator training,

an intuitive task interface for annotators,

computational annotators for the annotation of large scale projects,

basic statistical analysis, and

graph clustering and visualization in WUGs (Word Usage Graphs)
https://durel.ims.uni-stuttgart.de

» How much do the meanings of two word uses “have in common”?

> can be measured using graded judgments of word usage pairs
[Erk et al. 2013, Schlechtweg et al. 2018]

> judgments are clustered and populate weighted graphs which make

senses visible [Bansal et al. 2004, Schlechtweg et al. 2020]
> essential for lexicograhic clustering and distinction of word senses
> but difficult to measure and large workload
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Human Annotation Data Inspection

- Uses
Annotation (4/15) Back
D Lemma POS Date Left Context Target Right Context
Sentence 1 Sentence 2 and taking a knife from her pocket, she opened a . and dipping a feather in the blood, wrote something on a piece of
1233516 arm N 1824 .. . arm . .
vein in her little white cloth, which was spread before her.

And those who remained at home had been heavily twelve miles of coastline lies in the southwest on the

taxed to pay for the arms, ammunition; fortifications, Gulf of Agaba, an arm of the Red Sea. The city of And those who remained at home had been , ammunition; fortifications, and all the other endless expenses of a
1233517 arm N 1842 . arms

and all the other endless expenses of a war. Agaba, the only port, plays. heavily taxed to pay for the war.
1233518 arm N 1860 and though he saw her within reach of his arm . yet the light of her eyes seemed as far off as that of a

It stood behind a high brick wall, its back . . .
1233519 arm N 1953 ‘9 . arm of the sea which, at low tide, was a black and stinking mud-flat
windows overlooking an

twelve miles of coastline lies in the southwest on

1233520 arm N 1975 the Gulf of Agaba, an arm of the Red Sea. The city of Agaba, the only port, plays.
Optional Comment 1233521 arm N 1985 when the disembodied arm of the Statue of Liberty jets spectacularly out of the sandy beach.
@ royonae Project with uses of arm sampled from the COHA corpus [Davies 2012].
eyboard shortcuts

Data Analysis

Human annotation window. Scale adapted from Schlechtweg et al. [2018]. > provided summary statistics include

> various measures of annotator agreement

Computational Annotation > label counts and averages for words, groupings and annotators

» semantic variation measures and semantic change measures

> researchers can select multi-lingual Word-in-Context (WiC) models
as annotators
» Random samples a random integer between 1 and 4 (as baseline) Sample ke ©
» XLMR [Conneau et al. 2019] vectorizer with multi-layer perception and binary

Lemma #Uses #Pairs #Ann Ann #Judg #0 #1 #2 #3 #4 Avg.
Cl&SSlflcatlon (1 Or 4) arm 6 15 7 Random, Ipimvamua,xL-Lexeme_-CGEine, F'gulineSander,bilIn{:ble, 76 0 26 g 9 17 1.8789474
» XL-Lexeme bi-encoder that uses a XLMR-based Siamese Network [Cassotti et . e T
6 15 . . Ipivovarova, XL-Lexeme-Cosine, PaulineSander, billnoble, 76 0 26 g 9 17 1.8289474

al. 2023]; trained to minimize the contrastive loss with cosine distance on several Words KL-Lexeme-Binary, Jessica

WIC datasets; predicts either value 1 or 4 based on thresholding
Simple database statistics.

Case (i): The arm Example Case (ii): Lexicographer Study

> computational annotation with XL-Lexeme > revealing semantic variation in Swedish

» all annotations clustered using correlation algorlthm related to the revision of ‘The Contemporary Dictionary of the Swedish Academy
https://svenska.se

» 18 words, 50 sentences each from the SVT corpus [Borin et al. 2012]

. » automatically paired and annotated with XL-Lexeme
7\ > clustered using the correlation algorithm
G\\ \/ ‘\& | Word ARI  Word ARI
N ofantlig 1.0  klimat 0.083
z | | N enkelsparig 1.0 vansinnig 0.0
| ~_ baksida 0.912 lirka 0.0
\\' \ bagage 0.785 kapitulera 0.0
\/> \® fasad 0.652 hemmaplan 0.0
vissen 0.645 hagla 0.0
human computer (XL-Lexeme) skor 0.507 fotaviryck 0.0
rutten 0.333 tvarnita -0.019
> orange cluster corresponds to metaphorical sense ‘arm of the sea’ in ventilera  0.303 kriga .0.025
both cases; computational annotator merges ‘body part’ and Average 0.343
‘weapon’ sense Cluster evaluation based on ARI. Clusters for bagage.
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