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Problem /Opportunity: data-hungry Al models

EF - V8 TN A s-=Saasos
oo 2] B o i Sk . s SRR S N S

rOr—"\‘_QVX\\-\»\‘Q




Data annotation process
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Added value

> time and cost reduction for
» human annotation
» computational annotation
» model training process



PhiTag

online text annotation system!

open source?
various task types
human and computational annotation

interfaces with Prolific & OpenAl
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agreement statistics

'https://phitag.ims.uni-stuttgart.de/
*https://github.com/Garrafao/phitag


https://phitag.ims.uni-stuttgart.de/
https://github.com/Garrafao/phitag

Task types

> Text Label

P text, tag, label set

» graded WSD, entity matching
> Text Pair

> text, text, label set

» WiC, translation quality
> Text Rank

P> text, text, text..., rank

P question answering
> Text Free

P text, input text

P instruction task, topic annotation, summarization
» Text Choice

> text, text, text. .., choice
» preference task, sentiment



Human annotation

() Example-User / Example-Project-Use-Paix

utdatines

O 5 assisn 2 tees sateeted

Phase: ALL




Interface Prolific

# sachin / test / Phasel / Annotate

out of 1 completed

B omas it was for the British to got through his pile of cotton wool at New-Orleans

tea, cocoa, or pemmican, with a spirit lamp, tallow lamp, and spare kettle 17 Sextant, 1 gun, and gear 10 A

containing 5 tin pannikins and 5 spoons 5 A knapsack for each man, containing 1 flannel shirt, 1 Guernsey frock, 1
serge frock, 1 pair of drawers, flannel, 1 pair of boot hose, 1 pair of stockings, 2 pairs of blanket-socks, 1 towel, 1
conb, 1 1b
° 1 2 4 5 -
Comment




Computational annotation

Gutdelines: [2Xe] Language

guidelines a Visibility:
Is Active
Description

Mo dsscription provided

Phase © Tutorial  » None selected e 0

Phase: main

Description:

No daserip

Tutorials

guidelinesonly: , "\ @
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Computational annotation - case study

» Main question: Can we reuse human training data
(guideline, tutorial) to train (prompt) LLMs?



Case study - task type

2 Example-User / Example-Project-Use-Pair / ALL / Annotate

29 out of 29828 conploted

Although sho often argued with him about thoir responsibility to the community, Joan's husband didn't like listening
to

05 without music and most Wednesdays stayed home, playing board games on his portable computer and watching
Court TV.

Good Mrs. Goodwin heard never a word, But kept on with her wringing, And though the wind blew most dismally blue, She
Lightened hex care with singing.

Comment



Case study - model type

Start Computational Annotation

You are about to start a computational amotation
Jor phase phasel. Please select the conputotionsl

anount of data and the computational annotators
you selected.

Select Computational Annotators

3 Number selected Computational annotators: 1

OpenaT Koy

O show 01 xE¥
Choose Hodel

® ee-s-o125-provien

O Test Modo1 Wit Tutorial Phase
Upload Prompt

mpt

O se guidsline as a prompt.
5 Use gutéoline snd tutortal

No Guidelines

12



Case study - prompt types

1. guideline
2. guideline + tutorial

3. customized



Case study - data

Dev | Train | Test
46 | 140 | 744

Test data split statistics using DWUG EN (Schlechtweg et al., 2021)



Case study - results

Strategy ‘ dev ‘ test
guideline -0.07 | 0.03
guideline + tutorial | 0.01 | 0.06
customized ‘ 0.74 ‘ 0.54

Mean prompting results over five trials measured with Krippendorff’'s «



More studies

> topic relatedness (under review)
» semantic relatedness (ongoing)

» word sense annotation (Lautenschlager, Hengchen, &
Schlechtweg, 2024)



Next Steps

» more tasks:

» span annotation
> refine preference & instruction tasks
» what are industry needs?

» industry partners?
> funding?
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Customized prompt

You are a highly trained text data annotation tool capable of providing
subjective responses.

Rate the semantic similarity of the target word in these sentences 1 and
2. Consider only the objects/concepts the word forms refer to: ignore any
common etymology and metaphorical similarity! Ignore case! Ignore
number (cat/Cats = identical meaning). If target is emoji then rate by
its contextual function. Homonyms (like bat the animal vs bat in
baseball) count as unrelated. Output numeric rating: 1 is unrelated; 2 is
distantly related; 3 is closely related; 4 is identical meaning.Your response
should align with a human'’s succinct judgment.

Sentence 1:[SENTENCE 1]

Sentence 2: [SENTENCE 2]

Target word: [TARGET WORD]

Please provide a judgment as a single integer. For example, if your
judgment is Identical, then provide 4. If your judgment is Unrelated,
provide 1.



Guideline prompt

You are a highly trained text data annotation tool capable of providing
subjective responses.

[MODIFIED GUIDELINES]

Sentence 1: [SENTENCE 1]

Sentence 2: [SENTENCE 2]

Target word: [TARGET WORD]

Please provide a judgment as a single integer for Sentence 1 and
Sentence 2 above. For example, if your judgment is Identical, then
provide 4. If your judgment is Unrelated, provide 1.



Guideline + tutorial prompt

You are a highly trained text data annotation tool capable of providing
judgments based on contexts provided to you.

[MODIFIED GUIDELINES]

Here are few sample instances and their corresponding judgements:
Example sentences

Sentence 1: [SENTENCE 1]

Sentence 2: [SENTENCE 2]

Target word: [TARGET WORD]

Please provide a judgment as a single integer for Sentence 1 and
Sentence 2 above. For example, if your judgment is Identical, then
provide 4. If your judgment is Unrelated, provide 1.
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