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● When the proportion of classes differs considerably between the test 

set on the one hand and training and development data on the other, 
the weighted strategy is likely to lose a part of its effectiveness.

● Our approach is based on a single LLM, which is not representative of 
the broader LLM community. Therefore, our findings may differ when 
other LLMs are applied.

Limitations

Motivation: Human annotation in 
semantic proximity refers to how 
close or how far two usages of a 
word are in meaning is extremely 
subjective. It is also rather 
expensive and often results in a 
disagreement between the 
annotators.  

Aim: This paper tackles the 
challenge by using large language 
models (LLMs) to automatically 
predict the aggregated human 
judgment of semantic proximity. It 
further proposes a weighted 
few-shot prompting strategy that 
factors in class importance and 
distribution.

Main results: The weighted 
few-shot method outperforms both 
zero-shot and standard few-shot 
approaches on average in the 
CoMeDi 2025 subtask 1, tested 
across 7 languages. It shows 
improved alignment with human 
annotations in predicting aggregated 
judgments of semantic proximity.

Paper in a Nutshell
• How can we automatically 

predict the aggregated human 
judgment of semantic proximity 
between word usages?

• Does weighted few-shot 
prompting help with class 
imbalance and improve 
predictions?

• Outline the characteristics of 
human judgment of semantic 
proximity (class imbalance in 
difficulty/frequency).

• Introduce a new few-shot 
method that gives higher weight 
in the prompt to more difficult or 
more frequent classes.

• Discuss the results (e.g., 
GPT-4o-mini struggles with 
Norwegian and Chinese) and 
limitations of our approach.
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